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1 Introduction

Today’s use of recommender systems finds an increased and yet unconscious access to our everyday life.

More and more areas of life are therefore subject to constant optimisation. Companies such as Netflix,

Amazon and YouTube adapt their product proposals to the individual wishes of their customers. To make

this possible, the various collaborative-filtering and content-based recommender systems are used.

Since Karlgren (1990) first presented recommender systems as a kind of intelligent bookcase, much effort

has been put into the development and research of such systems. The most diverse subject areas were

not only illuminated by the industry. A whole new branch of research also opened up for science.

In their work “On the Diffculty of Evaluating Baselines A Study on Recommender Systems“ Rendle et al.

(2019) show that current research on the MovieLens10M-dataset leads in a wrong direction. In addition to

general problems, they particulary list wrong working methods and missunderstood baselines by breaking

them by a number of simple methods such as matrix-factorization.

They were able to beat the existing baselines by not taking them for granted. On the contrary, they ques-

tioned them and transferred well evaluated and understood properties of the baselines from theNetflix-Prize

to them.

As a result, they were not only able to beat the baselines reported for the MovieLens10M-dataset, but

also the newer methods from the last five years of research. Therefore, it can be assumed that the current

and former results obtained on the MovieLens10M-dataset were not sufficient to be considered as a true

baseline. Thus they show the community a critical error on which can be found not only in the evaluation

of recommender systems but also in other scientific areas.

The first problem the authors point out that, scientific papers whose focus is on better understanding and

improving existing baselines do not receive recognition because they do not seem innovative enough. In

contrast to industry, which tenders horrendous prizes for researching and improving such baselines, there

is a lack of such motivation in the scientific field. From the authors point of view, the scientific work on the

MovieLens10M-dataset is misdirected, because one-off evaluations leading to one-hit-wonders, which are

then used as a starting point for further work. Thus Rendle et al. (2019) points out as a second point of

criticism, that the need for further basic research for the MovieLens10M-dataset is not yet exhausted.

This submission takes a critical look at the topic presented by Rendle et al. (2019). In addition, basic terms

and the results obtained are presented in a way that is comprehensible to the non-experienced reader. For

this purpose, the submission is divided into three subject areas. First of all, the non-experienced reader

is introduced to the topic of recommender systems in the section “A Study on Recommender Systems“.

Subsequently, building on the first section, the work in the section “On the Diffculty of Evaluating Baselines“

is presented in detail. The results are then evaluated in a critical discourse.

2 A Study on Recommender Systems

This section explains the basics of recommender systems necessary for the essential understanding of

the paper presented. Besides the general definition of the recommender problem, the corresponding so-

lution approaches are presented. Furthermore, the main focus will be on the solution approach of matrix-

factorization.

2.1 Recommender Problem

The recommender problem consists of the entries of the sets U and I, where U represents the set of all

users and I the set of all items. Each of the users in U gives ratings from a set S of possible scores for the

available items in I. The resulting rating-matrix R is composed of R = U × I. The entries in R indicate

the rating from user u ∈ U to item i ∈ I. This entry is then referred to as rui. Due to incomplete item-

ratings, R may also be incomplete. In the following, the subset of all users who have rated a particular

item i is referred to as Ui. Similarly, Iu refers to the subset of items that were rated by user u. Since R is

not completely filled, there are missing values for some user-item relations. The aim of the recommender

system is to estimate the missing ratings r̂ui using a prediction-function p(u, i). The prediction-function

consists of p : U × I → S (Desrosiers and Karypis, 2011). In the further course of the work different

methods are presented to determine p(u, i).
In the following, the two main approaches of collaborative-filtering and content-based recommender sys-

tems will be discussed. In addition, it is explained how matrix-factorization can be integrated into the two

ways of thinking.
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2.2 Content-Based

Content-based recommender systems (CB) work directly with feature vectors. Such a feature vector can,

for example, represent a user profile. In this case, this profile contains informations about the user’s pref-

erences, such as genres, authors, etc. This is done by trying to create a model of the user, which best

represents his preferences. The different learning algorithms from the field of machine learning are used

to learn or create the models. The most prominent algorithms are: tf-idf, bayesian learning, Rocchio’s

algorithm and neural networks (Lops et al., 2011; Dacrema et al., 2019b; Desrosiers and Karypis, 2011).

Altogether the built and learned feature vectors are compared with each other. Based on their closeness,

similar features can be used to generatemissing ratings. Figure 1a shows a sketch of the general operation

of content-based recommenders.

2.3 Collaborative-Filtering

Unlike the content-based recommender (CF), the collaborative-filtering recommender not only considers

individual users and feature vectors, but rather a like-minded neighborhood of each user. Missing user

ratings can be extracted by this neighbourhood and networked to form a whole. It is assumed that a

missing rating of the considered user for an unknown item i will be similar to the rating of a user v as soon
as u and v have rated some items similarly. The similarity of the users is determined by the community

ratings. This type of recommender system is also known by the term neighborhood-based recommender

(Desrosiers and Karypis, 2011). The main focus of neighbourhood-based methods is on the application

of iterative methods such as k-nearest-neighbours or k-means. A neighborhood-based recommender can

be viewed from two perspetives: The first and best known problem is the so-called user-based prediction.

Here, the missing ratings of a considered user u are to be determined from his neighborhood Ni(u). Ni(u)
denotes the subset of the neighborhood of all users who have a similar manner of evaluation to u via the

item i. The second problem is that of item-based prediction. Analogously, the similarity of the items are

determined by their received ratings. This kind of problem consideres the neighborhood Nu(i) of all items i
which were similar rated via the user u. The similarity between the objects of a neighborhood is determined

by distance functions such asmean-squared-difference, pearson-correlation or cosine-similarity. Figure 1b

shows a sketch of the general operation of collaborative-filtering recommender.

(a) Content-Based. (b) Collaborative-Filtering.

Figure 1: Overview of content-based (left) and collaborative-filtering (right) recommender systems.

Content-based recommender systems work via feature vectors. In contrast, collaborative filtering recom-

mender systems work over neighborhoods.

2.4 Matrix-Factorization

The core idea of matrix-factorization is to supplement the not completely filled out rating-matrix R. For this
purpose the users and items are to be mapped to a joined latent feature space with dimensionality f . The
user is represented by the vector pu ∈ Rf and the item by the vector qi ∈ Rf . As a result, the missing

ratings and thus the user-item interaction are to be determined via the inner product r̂ui = qTi pu of the

corresponding vectors (Koren et al., 2009).
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In the following, the four most classicalmatrix-factorization approaches are described in detail. Afterwards,

the concrete learning methods with which the vectors are learned are presented. In addition, the training

data for which a concrete rating is available should be referred to as B = {(u, i)|rui ∈ R}.

2.4.1 Basic Matrix-Factorization

The first and easiest way to solve matrix-factorization is to connect the feature vectors of the users and the

items using the inner product. The result is the user-item interaction. In addition, the error should be as

small as possible. Therefore,minpu,qi

∑
(u,i)∈B(rui − r̂ui)

2 is defined as an associatedminimization problem

(Koren et al., 2009).

2.4.2 Regulated Matrix-Factorization

This problem extends the basic matrix-factorization by a regulation factor λ in the corresponding minimiza-

tion problem. Since R is thinly occupied, the effect of overfitting may occur due to learning from the few

known values. The problem with overfitting is that the generated ratings are too tight. To counteract this,

the magnitudes of the previous vectors is taken into account. High magnitudes are punished by a factor

λ(‖qi‖2+‖pu‖2) in theminimization problem. Overall, theminimization problemminpu,qi

∑
(u,i)∈B(rui − r̂ui)

2+

λ(‖qi‖2+‖pu‖2) is to be solved. The idea is that especially large entries in qi or pu cause ‖qi‖, ‖pu‖ to become

larger. Accordingly, ‖qi‖ and ‖pu‖ increases the larger its entries become. This value is then additionally

punished by squaring it. Small values are rewarded and large values are penalized. Additionally the influ-

ence of this value can be regulated by λ (Koren et al., 2009).

2.4.3 Weighted Regulated Matrix-Factorization

The weighted regulated matrix-factorization builds on the regulated matrix-factorization. Additional weights

α and β are introduced to take into account the individual magnitude of a vector. The minimization problem

then corresponds to minpu,qi

∑
(u,i)∈B(rui − r̂ui)

2 + λ(α‖qi‖2 + β‖pu‖2) (Zhou et al., 2008).

2.4.4 Biased Matrix-Factorization

A major advantage of matrix-factorization is the ability to model simple relationships according to the ap-

plication. Thus, an excellent data source cannot always be assumed. Due to the natural interaction of the

users with the items, preferences arise. Such preferences lead to behaviour patterns which manifest them-

selves in the form of a bias in the data. A bias is not bad overall, but it must be taken into account when

modeling the recommender system. The most popular model that takes bias into account is called biased

matrix-factorization. In addition, the missing rating is no longer determined only by the inner product of the

two vectors qi and pu. Rather, the bias is also considered. Accordingly, a missing rating is calculated by

r̂ui = bui+ qTi pu, where bui is the bias of a user u and an item i. The bias is determined by bui = µ+ bu+ bi.
The parameter µ is the global average of all ratings rui ∈ R. Furthermore, bu = µu − µ and bi = µi − µ.
Here µu denotes the average of all assigned ratings of the user u. Similarly, µi denotes the average of

all received ratings of an item i. Thus bu indicates the deviation of the average assigned rating of a user

from the global average. Similarly, bi indicates the deviation of the average rating of an item from the global

average. In addition, the minimization problem can be extended by the bias. Accordingly, the minimization

problem is thenminpu,qi

∑
(u,i)∈B(rui − r̂ui)

2+λ(‖qi‖2+ ‖pu‖2+b2u+ b2i ). Analogous to the regulated matrix-

factorization, the values bu and bi are penalized in addition to ‖qi‖, ‖pu‖. In this case bu, bi are penalized

more if they assume a large value and thus deviate strongly from the global average (Koren et al., 2009).

2.4.5 Advanced Matrix-Factorization

This section is intended to show that there are other approaches to matrix-factorization. Thus, implicit data

can also be included. First of all, it should be mentioned that temporary dynamics can also be included.

On the one hand, it is not realistic that a user cannot change his taste. On the other hand, the properties

of an item may also not remain constant. Therefore, missing ratings can also be determined time-based.

A missing rating is then determined by r̂ui = µ + bi(t) + bu(t) + qTi pu(t) (Koren et al., 2009). As a second

possibility, implicit influence can be included. This can involve the properties of the items a user is dealing

with. Amissing rating can be determined by r̂ui = µ+bi+bu+qTi (pu+|Iu|−
1
2
∑

i∈Iu yi). yi ∈ Rf describes the

feature vectors of the items i ∈ Iu which have been evaluated by user u. The corresponding minimization

problems can be adjusted as mentioned in the sections above (Koren, 2008).
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2.5 Optimization and Learning

An important point that does not emerge from the above sections is the question of how the individual

components pu, qi, bu, bi are constructed. In the following, the three most common methods are presented.

2.5.1 Stochastic Gradient Descent

The best known and most common method when it comes to machine learning is stochastic gradient de-

scent (SGD). The goal of SGD is to minimize the error of a given objective function. Thus the estimators

mentioned in section 2.4 can be used as objective functions. In the field of recommender systems, Funk

(2006) presented a modified variant of SGD in the context of the Netflix-Prize. SGD can be applied to reg-

ulated matrix-factorization with bias as well as without bias. This method can be described by the following

pseudo code:

Algorithm 1 SGD of Funk

Require: training-matrix Rtrain, initial mean µ, initial standard deviation σ2, regularization parameter λ,
learning rate γ, feature embedding f , epochs to train nepochs

1: P ← N (µ, σ2)|U|×f

2: Q ← N (µ, σ2)f×|I|

3: for epoch ∈ {0, · · · , nepochs − 1} do
4: for (u, i) ∈ Rtrain do

5: eui ← rui − r̂ui
6: qi ← qi + γ(euipu − λqi)
7: pu ← pu + γ(euiqi − λpu)
8: bi ← bi + γ(eui − λbi)
9: bu ← bu + γ(eui − λbu)

10: end for

11: end for

12: return P,Q

At the beginning, the matrices P,Q are filled with random numbers. According to Funk (2006) this can be

done by a gaussian-distribution. Then, for each element in the training set, the entries of the corresponding

vectors pu ∈ P, qi ∈ Q are recalculated on the basis of the error that occurred in an epoch. The parameters

µ, γ are introduced to avoid over- and underfitting. These can be determined using grid-search and k-fold

cross-validation. For the optimization of the parameters µ and γ the so-called grid-search procedure is

used. A grid of possible parameters is defined before the analysis. This grid consists of the sets Λ and Γ.
The grid-searchmethod then trains the algorithm to be considered with each possible pair of (λ ∈ Λ, γ ∈ Γ).
The models trained in this way are then tested using a k-fold cross-validation. The data set is divided into

k-equally large fragments. Each of the k parts is used once as a test set while the remaining (k − 1) parts
are used as training data. The average error is then determined via the k-folds and entered into the grid.

Thus the pair (λ ∈ Λ, γ ∈ Γ) can be determined for which the error is lowest. This approach is also called

Funk-SVD or SVD in combination with section 2.4.2 and 2.4.4 (Rendle et al., 2019). The algorithm shown

above can also be extended. Thus procedures like in section 2.4.5 can be solved. The second method from

section 2.4.5 is then also called SVD++. A coherent SGD approach was given by Koren and Bell (2011).

2.5.2 Alternating Least Square

The second method often used is alternating least square (ALS). In contrast to SGD, the vectors qi, pu are

adjusted in two steps. Since SGD qi and pu are both unknown, this is a non-convex problem. The idea

of ALS is to capture one of the two vectors and work with one unknown variable each. Thus the problem

becomes quadratic and can be solved optimally. For this purpose the matrix P is filled with random numbers

at the beginning. These should be as small as possible and can be generated by a gaussian-distribution.

Then P is recorded and all qi ∈ Q are recalculated according to the least-square problem. This step is then

repeated in reverse order. ALS terminated if a termination condition such as the convergence of the error

is satisfied for both steps (Zhou et al., 2008).
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2.5.3 Bayesian Learning

The third approach is known as bayesian learning. With this approach the so-called gibbs-sampler is

often used. The aim is to determine the common distribution of the vectors in P,Q. For this purpose the

gibbs-sampler is given an initialization of hyperparameters to generate the initial distribution. The common

distribution of the vectors qi ∈ Q, pu ∈ P is approximated by the conditional probabilities. The basic principle

is to select a variable in a reciprocal way and to generate a value dependent on the values of the other

variable according to its conditional distribution, with the other values remaining unchanged in each epoch.

The approaches shown in sections 2.4.1 to 2.4.4 in combination with this learning approach are also known

as bayesian probabilistic matrix-factorization (BPMF). A detailed elaboration of the BPMF and the gibbs-

sampler was written by Salakhutdinov and Mnih (2008).

2.6 Short Summary of Recommender Systems

As the previous section clearly shows, the field of recommender systems is versatile. Likewise, the indi-

vidual approaches from the CB and CF areas can be assigned to unambiguous subject areas. CF works

rather with graph-theoretical-approaches while CB uses methods from machine learning. Of course there

are overlaps between the approaches. Such overlaps are mostly found inmatrix-factorization. In addition to

classical matrix- factorization, which is limited to simple matrix-decomposition, approaches such as SVD++

and BPMF work with methods from CB and CF. SVD++ uses graph-based information while BPMF uses

classical approaches from machine learning. Nevertheless, matrix-factorization forms a separate part in

the research field of recommender systems, which is strongly influenced by CB and CF ways of thinking.

Figure 2 finally shows a detailed overview of the different recommender-systems and their dependencies.

Figure 2: Overview of the entire field of the recommender system and their dependencies with each other.

3 On the Diffculty of Evaluating Baselines

This section reviews the main part of the work represented by Rendle et al. (2019). In addition to a detailed

description and explanation of the experiments carried out and the observations gained from them, a short

introduction is given regarding the driving motivation.

3.1 Motivation and Background

As in many other fields of data-science, a valid benchmark-dataset is required for a proper execution of

experiments. In the field of recommender systems, the best known datasets are theNetflix- andMovieLens-

datasets. This section introduces both datasets and shows the relationship of Koren, one of the authors of

this paper, to the Netflix-Prize, in addition to the existing baselines.

3.1.1 Netflix-Prize

The topic of recommender systems was first properly promoted and made known by the Netflix-Prize. On

October 2nd 2006, the competition announced by Netflix began with the goal of beating the self-developed

recommender system Cinematch with an RMSE of 0.9514 by at least 10%. In total, the Netflix-dataset was

divided into three parts that can be grouped into two categories: training and qualification. In addition to

a probe-dataset for training the algorithms, two further datasets were retained to qualify the winners. The

Page 5 / 14



Submission - Marc Feger, B.Sc. January 30, 2020

quiz-dataset was then used to calculate the score of the submitted solutions on the public leaderboard.

In contrast, the test-dataset was used to determine the actual winners. Each of the pieces had around

1.408.000 elements and similar statistical values. By splitting the data in this way, it was possible to en-

sure that an improvement could not be achieved by simple hill-climbing-algorithms. It took a total of three

years and several hundred models until the team BellKor‘s Pragmatic Chaos was chosen as the winner

on 21st September 2009. They had managed to achieve an RMSE of 0.8554 and thus an improvement of

0.096. Such a result is extraordinary excellent, because it took one year of work and intensive research

to reduce the RMSE from 0.8712 (progress award 2007) to 0.8616 (progress award 2008). The co-author

of the present paper, Koren, was significantly involved in the work of this team. Since the beginning of the

event, matrix-factorization methods have been regarded as promising approaches. Even with the simplest

SVD methods, RMSE values of 0.94 could be achieved by Kurucz et al. (2007). The breakthrough came

through Funk (2006) who achieved an RMSE of 0.93 with his FunkSVD. Based on this, more and more

work has been invested in the research of simple matrix-factorization methods. Thus, Zhou et al. (2008)

presented anALS variant with an RMSE of 0.8985 and Koren (2009) presented an SGD variant with RMSE

0.8998. Implicit data were also used. For example, Koren (2009) could also achieve an RMSE of 0.8762

by extending SVD++ with a time variable. This was then called timeSVD++.

The Netflix-Prize made it clear that even the simplest methods are not trivial and that a reasonable inves-

tigation and evaluation requires an immense effort from within the community.

3.1.2 MovieLens

In the non-commercial sector of recommender systems the MovieLens10M-dataset is mostly used. It con-

sists of 10.000.054 elements and was published by the research group GroupLens in 2009 (Harper and

Konstan, 2015). In most cases a global and random 90:10 split of the data is used to evaluate the RMSE.

This means that through a random selection 90% of the data is used for training and 10% of the remaining

data is used for testing. Over the last five years a large number of algorithms on this dataset have been

evaluated and the results have been published on well-known conferences such as ICML, NeurIPS,WWW,

SIGIR andAAAI. Figure 3 shows the results obtained over the last five years on theMovieLens10M-dataset.

It can be clearly stated that the existing baselines have been beaten and newer methods have made steady

progress.

Figure 3: Results obtained on the MovieLens10M-dataset over the last five years. The y-axis shows the

corresponding RMSE values and the x-axis shows the year in which the corresponding method was de-

veloped. Blue marked points show newer methods that have competed against the points shown in black.

(Rendle et al., 2019)

3.2 Experiment Realization

As the Netflix-Prize has shown, research and validation is complex even for very simple methods. Not only

during the Netflix-Prize was intensive work done on researching existing and new reliable methods. The

MovieLens10M-dataset was used just as often. With their experiment, the authors doubt that the baselines
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of MovieLens10M are adequate for the evaluation of new methods. To test their hypothesis, the authors

transferred all the findings from the Netflix-Prize to the existing baselines of MovieLens10M.

3.2.1 Experiment Preparation

Before actually conducting the experiment, the authors took a closer look at the given baselines. In the

process, they noticed some systematic overlaps. These can be taken from the table below.

Methods Overlaps

Biased MF, RSVD Same method with the only difference being a different setup of the hyperparameters.

ALS-WR, Biased MF, RSVD Same models that were learned with other approaches (SGD and ALS).

BPMF, RSVD, ALS-WR Completely different approach of learning but fundamentally the same model.

Table 1: Systematic consistency of the baselines used on MovieLens10M.

From the three aspects it can be seen that the models are fundamentally similar and that the main differ-

ences arise from different setups and learning procedures. Thus, the authors examined the two learning

methods stochastic gradient descent and bayesian learning in combination with biased matrix-factorization

before conducting the actual experiment. For bu = bi = 0 this is equivalent to regulated matrix-factorization

(RSVD). In addition, for α = β = 1 the weighted regulated matrix-factorization (WR) is equivalent to RSVD.

Thus, the only differences are explained by the different adjustments of the methods. To prepare the two

learning procedures they were initialized with a gaussian-distribution N (µ, 0.12). The value for the stan-

dard deviation of 0.1 is the value suggested by the factorization machine libFM as the default. In addition,

Rendle (2013) achieved good results on the Netflix-Prize-dataset with this value. Nothing is said about the

parameter µ. However, it can be assumed that this parameter is around the global average of the ratings.

This can be assumed because ratings are to be generated with the initialization.

For both approaches the number of sampling steps was then set to 128. Since SGD has two additional

hyperparameters λ, γ these were also determined. Overall, the MovieLens10M-dataset was evaluated by

a 10-fold cross-validation over a random global and non-overlapping 90:10 split. In each step, 90% of

the data was used for training and 10% of the data was used for evaluation without overlapping. In each

split, 95% of the training data was used for training and the remaining 5% for evaluation to determine the

hyperparameters. The hyperparameter search was performed as mentioned in section 2.5.1 using the grid

(λ ∈ {0.02, 0.03, 0.04, 0.05}, γ ∈ {0.001, 0.003}) and a 64-dimensional embedding. This grid was inspired

by findings during the Netflix-Prize (Koren, 2008; Paterek, 2007). In total the parameters λ = 0.04 and

γ = 0.003 could be determined. Afterwards both learning methods and their settings were compared. The

RMSE was plotted against the used dimension f of pu, qi ∈ Rf . Figure 4 shows the corresponding results.

Figure 4: Comparison of matrix-factorization learned by gibbs-sampling (bayesian learning) and stochastic

gradient descent (SGD) for an embedding dimension from 16 to 512 with 128 sampling steps.
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As a first intermediate result of the preparation it can be stated that both SGD and gibbs-samper achieve

better RMSE values for increasing dimensional embedding.

In addition, it can be stated that learning using the bayesian approach is better than learning using SGD.

Even if the results could be different due to more efficient setups, it is still surprising that SGD is worse

than the bayesian approach, although the exact opposite was reported for MovieLens10M-dataset. For

example, figure 3 shows that the bayesian approach BPMF achieved an RMSE of 0.8197 while the SGD

approach Biased MF performed better with 0.803. The fact that the bayesian approach outperforms SGD

has already been reported and validated by Rendle (2013), Salakhutdinov and Mnih (2008) for the Netflix-

Prize-dataset. Looking more closely at figures 3 and 4, the bayesian approach scores better than the

reported BPMF and Biased MF for each dimensional embedding. Moreover, it even beats all reported

baselines and new methods. Building on this, the authors have gone into the detailed examination of the

methods and baselines.

3.2.2 Experiment Implementation

For the actual execution of the experiment, the authors used the knowledge they had gained from the

preparations. They noticed already for the two simple matrix-factorization models SGD-MF and Bayesian

MF, which were trained with an embedding of 512 dimensions and over 128 epochs, that they performed

extremely well. Thus SGD-MF achieved an RMSE of 0.7720. This result alone was better than: RSVD

(0.8256), Biased MF (0.803), LLORMA (0.7815), I-Autorec (0.782), WEMAREC (0.7769) and I-CFN++

(0.7754). In addition, Bayesian MF with an RMSE of 0.7633 not only beat the reported baseline BPMF

(0.8197). It also beat the best algorithm MRMA (0.7634). As the Netflix-Prize showed, the use of implicit

data such as time or dependencies between users or items could immensely improve existing models. In

addition to the two simple matrix factorizations, table 2 shows the extensions of the authors regarding the

bayesian approach.

Name Feature Comment

Matrix-Factorization u, i Simple matrix-factorization similar to biased matrix-factorization and RSVD.

timeSVD u, i, t Based on the matrix- factorization, time dependencies are taken into account.

SVD++ u, i, Iu Based on the matrix-factorization, the items Iu that a user has viewed are included.

timeSVD++ u, i, t, Iu Combination of SVD++ and timeSVD.

timeSVD++ flipped u, i, t, Iu, Ui Extension of timeSVD++ whereby all other users Ui who have seen a certain item are also taken into account.

Table 2: Models and their features created and used by the authors.

As it turned out that the bayesian approach gave more promising results, the given models were trained

with it. For this purpose, the dimensional embedding as well as the number of sampling steps for the models

were examined again. As indicated in section 3.2.1, the gaussian-distribution was used for initialization.

Figure 5 shows the corresponding results.

(a) RMSE vs. sampling steps (b) RMSE vs. dimensional embedding

Figure 5: Final evaluation of the number of sampling steps and dimensional embedding for the designed

models. Figure 5a shows the number of sampling steps with a dimensional embedding of 128 against the

corresponding RMSE. Figure 5b shows the RMSE generated by 512 sampling steps with variable dimen-

sional embedding.
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3.3 Obeservations

The first observation that emerges from figure 5a is that the increase in sampling steps with a fixed dimen-

sional embedding also results in an improvement in RMSE for all models. Based on this, figure 5b also

shows that an increase in the dimensional embedding for 512 sampling steps also leads to an improvement

in the RMSE for all models. Thus, both the number of sampling steps and the size of the dimensional em-

bedding are involved in the RMSE of matrix-factorization models when they are trained using the bayesian

approach.

3.3.1 Stronger Baselines

As a second finding, the RMSE values of the created models can be taken from figure 5b. Several points

can be addressed. Firstly, it can be seen that the individual inclusion of implicit knowledge such as time

or user behaviour leads to a significant improvement in the RMSE. For example, models like Bayesian

timeSVD (0.7587) and Bayesian SVD++ (0.7563), which already use single implicit knowledge, beat the

simple Bayesian MF with an RMSE of 0.7633. In addition, it also shows that the combination of implicit

data further improves the RMSE. Bayesian timeSVD++ achieves an RMSE of 0.7523. Finally, Bayesian

timeSVD++ flipped can achieve an RMSE of 0.7485 by adding more implicit data. This results in the third

andmost significant observation of the experiment. Firstly, the simple BayesianMF with anRMSE of 0.7633

already beat the best methodMRMA with an RMSE of 0.7634. Furthermore, the best methodMRMA could

be surpassed with bayesian timeSVD++ by 0.0149 with respect to the RMSE. Such a result is astonishing,

as it took one year during the Netflix-Prize to reduce the leading RMSE from 0.8712 (progress award 2007)

to 0.8616 (progress award 2008). Additionally, this result is remarkable as it challenges the last five years

of research on theMovieLens10M-dataset. Based on the results obtained, the authors see the first problem

with the results achieved on theMovieLens10M-dataset as being that they were compared against tooweak

baselines. From figure 6 the improved baselines and the results of the new methods can be examined.

Figure 6: Improved baselines and new methods

3.3.2 Reproducability

But where do these weak baselines come from? In response, the authors see two main points. The first

is reproducibility. This is generally understood to mean the repetition of an experiment with the aim of

obtaining the specified results. In most cases, the code of the authors of a paper is taken and checked. Not

only during the Netflix-Prize, this was a common method to compare competing methods, improve one’s

own and generally achieve stronger baselines. However, the authors do not consider the simple repetition

of the experiment for the purpose of achieving the same results to be appropriate. Thus, the repetition

of the experiment only provides information about the results achieved by a specific setup. However, it

does not provide deeper insights into the method, nor into its general quality. This is not only a problem

of recommender systems but rather a general problem in the field of machine learning. Thus, indicators

such as statistical significance, reproducibility or hyperparameter search are often regarded as proof of
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the quality of an experiment. But they only give information about a certain experiment, which could be

performed with non-standard protocols. The question of whether the method being used is applied and

configured in a meaningful way is neglected. Thus, statistical significance is often taken as an indication

that method A performs better than method B.

3.3.3 Inadequate validations

The authors do not doubt the relevance of such methods. They even consider them necessary but not

meaningful enough for the general goodness of an experiment. Thus, their preparation, which takes up the

above mentioned methods shows, that they can achieve meaningful results. Therefore the authors see the

second point of criticism of the results obtained on theMovieLens10M-dataset as the wrong understanding

of reliable experiments. The main reason given is the difference between scientific and industrial work.

For example, during the Netflix-Prize, which represents industrial work, audible sums were awarded for

the best results. This had several consequences. Firstly, a larger community was addressed to work on

the solution of the recommender problem. On the other hand, the high number of competitors and the

simplicity in the formulation of the task encouraged each participant to investigate the simplest methods in

small steps. The small-step approach was also driven by the standardized guidelines for the evaluation of

the methods given in section 2.4 and by the public competition. Thus, a better understanding of the basic

relationships could be achieved through the miniscule evaluation of hundreds of models. All in all, these

insights led to well-understood and sharp baselines within a community that continuously worked towards

a common goal over a total of three years. Such amotivation and such a target-oriented competitive idea is

mostly not available in the scientific field. Thus, publications that achieve better results with old methods are

considered unpublishable. Instead, experiments are not questioned and their results are simply transferred.

In some cases experiments are repeated exactly as specified in the instructions. Achieving the same result

is considered a valid baseline. According to the authors, such an approach is not meaningful and, by not

questioning the one-off evaluations, leads to one-hit-wonders that distort the sharpness of the baselines.

Therefore, the MovieLens10M-dataset shows that the main results of the last five years were measured

against too weak baselines.

4 Conclusion

Overall, Rendle et al. (2019) concludes that the last five years of research for the MovieLens10M-dataset

have not really produced any new findings. Although in the presented experiment the best practice of the

community was applied, the simplest matrix-factorization methods could clearly beat the reported results.

Thus, the authors support the thesis that finding and evaluating valid and sharp baselines is not trivial.

Empirical data are collected, since there is no formal evidence in the field of recommender systems to

make the methods comparable. From the numerical evaluation the authors identify the rating of a work in a

scientific context as a major problem. Here, a publication is classified as not worth publishing if it achieves

better results with old methods. Rather, most papers aim to distinguish themselves from the others by

using new methods that beat the old ones. In this way, baselines are not questioned and the community is

steered in the wrong direction, as their work competes against insufficient baselines.

This problemwas not only solved during theNetflix-Prize by the horrendous prize money. However, it turns

out that the insights gained there were more profound and can be transferred to theMovieLens10M-dataset.

Thus new techniques but no new elementary knowledge could be achieved on theMovieLens10M-dataset.
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5 Critical Assessment

With this paper Rendle et al. (2019) addresses the highly experienced reader. The simple structure of the

paper convinces by the clear and direct way in which the problem is identified. Additionally, the paper can

be seen as an addendum to the Netflix-Prize.

The problem addressed by Rendle et al. (2019) is already known from other topics like information-retrieval

and machine learning. For example, Armstrong et al. (2009) described the phenomenon in the context of

information-retrieval systems, that too weak baselines are used. He also sees that experiments are misin-

terpreted by giving misunderstood indicators such as statistical significance. In addition, Armstrong et al.

(2009) also sees that the information-retrieval community lacks an adequate overview of results. In this

context, he proposes a collection of works that is reminiscent of the Netflix-Leaderboard. Lin (2019) also

observed the problem of baselines for neural networks that are too weak. Likewise, the actual observa-

tion that too weak baselines exist due to empirical evaluation is not unknown in the field of recommender

systems. Ludewig (2018) already observed the same problem for session-based recommender systems.

Such systems only work with data generated during a session and try to predict the next user selection.

They also managed to achieve better results using session-based matrix-factorization, which was inspired

by the work of Rendle et al. (2012) and Rendle et al. (2010). The authors see the problem in the fact that

there are too many datasets and different measures of evaluation for scientific work. In addition, Dacrema

et al. (2019b) take up the problem addressed by Lin (2019) and shows that neural approaches to solving

the recommender-problem can also be beaten by simplest methods. They see the main problem in the

reproducibility of publications and suggest a rethinking in the verification of results in this field of work. Fur-

thermore, they do not refrain from taking a closer look at matrix-factorization in this context. Compared to

the listed work, it is not unknown that in some subject areas baselines are too weak and lead to stagnant

development. Especially when considering that information-retrieval and machine learning are the corner-

stones of recommender systems it is not surprising to observe similar phenomena. Nevertheless, the work

published by Rendle et al. (2019) stands out from the others. Using the insights gained during the Netflix-

Prize, he underlines the problem of the lack of standards and unity for scientific experiments in the work

mentioned above.

However, the work published by Rendle et al. (2019) also clearly stands out from the above-mentioned

work. In contrast to them, not only the problem for the MovieLens10M-dataset in combination with matrix-

factorization is recognized. Rather, the problem is brought one level higher. Thus, it succeeds in gaining a

global and reflected but still distanced view of the best practice in the field of recommender systems. Besides

calling for uniform standards, Rendle et al. (2019) criticizes the way the scientific community thinks. Rendle

et al. (2019) recognizes the publication-bias addressed by Sterling (1959). The so-called publication-bias

describes the problem that there is a statistical distortion of the data situation within a scientific topic area,

since only successful or modern papers are published. Rendle et al. (2019) clearly abstracts this problem

from the presented experiment. The authors see the problem in the fact that a scientific paper is subject

to a pressure to perform which is based on the novelty of such a paper. This thought can be transferred

to the file-drawer-problem described by Rosenthal (1979). This describes the problem that many scientists

do not publish their work and, out of concern about not meeting the publication standards such as novelty

or the question of the impact on the community, do not submit their results at all and prefer to keep them in

a drawer. Although the problems mentioned above are not directly addressed, they can be abstracted due

to the detailed presentation. In contrast to the other works, this way a wanted or unwanted abstraction and

naming of concrete and comprehensible problems is achieved.

Nevertheless, criticism must also be made of the work published by Rendle et al. (2019). Despite the high

standard of the work, it must be said that the problemsmentioned above can be identified but are not directly

addressed by the authors. The work of Rendle et al. (2019) even lacks an embedding in the context above.

Thus, the experienced reader who is familiar with the problems addressed by Armstrong et al. (2009),

Sterling (1959) and Rosenthal (1979) becomes aware of the contextual and historical embedding and value

of the work. In contrast, Lin (2019) and Dacrema et al. (2019b), published in the same period, succeed in

this embedding in the contextual problem and in the previous work. Moreover, it is questionable whether the

problem addressed can actually lead to a change in long-established thinking. Especially if one takes into

account that many scientists are also investigating the transferability of new methods to the recommender

problem. Thus, the call for research into better baselines must be viewed from two perspectives. On the
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one hand, it must be noted that too weak baselines can lead to a false understanding of new methods. On

the other hand, it must also be noted that this could merely trigger the numerical evaluation in a competitive

process to find the best method, as was it the case with the Netflix-Prize. However, in the spirit of Sculley

et al. (2018), it should always be remembered that: ”the goal of science is not wins, but knowledge”.

As the authors Rendle and Koren were significantly involved in this competition, the points mentioned

above are convincing by the experience they have gained. With their results they support the very simple

but not trivial statement that finding good baselines requires an immense effort and this has to be promoted

muchmore in a scientific context. This implies a change in the long-established thinking about the evaluation

of scientific work. At this point it is questionable whether it is possible to change existing thinking. This

should be considered especially because the scientific sector, unlike the industrial sector, cannot provide

financial motivation due to limited resources. On the other hand, it must be considered that the individual

focus of a work must also be taken into account. Thus, it is questionable whether the scientific sector is

able to create such a large unit with regard to a common goal as Netflix did during the competition. It should

be clearly emphasized that it is immensely important to use sharp baselines as guidelines. However, in a

scientific context the goal is not as precisely defined as it was in the Netflix-Prize. Rather, a large part of

the work is aimed at investigating whether new methods such as neural networks etc. are applicable to

the recommender problem. Regarding the results, however, it has to be said that they clearly support a

rethinking even if this should only concern a small part of the work.

On the website Papers with Code1 the public leaderboard regarding the results obtained on the Movie-

Lens10M-dataset can be viewed. The source analysis of Papers with Code also identifies the results given

by Rendle et al. (2019) as leading. In addition, future work should be focused on a more in-depth source

analysis which, besides the importance of the MovieLens10M-dataset for the scientific community, also

examines whether and to what extent other datasets are affected by this phenomenon. Due to the recent

publication in spring 2019, this paper has not yet been cited frequently. So time will tell, what impact it will

have on the community. Nevertheless, Dacrema et al. (2019a) was able to base his own work on this article

and expand it. According to this, Rendle seems to have recognized an elementary and unseen problem

and made it public.

This is strongly reminiscent of the so-called Artificial-Intelligence-Winter (AI-Winter) in which stagnation in

the development of artificial intelligence occurred due to too high expectations and other favourable factors.

Overall the paper has the potential to counteract the stagnation in development and thus prevent a winter

for recommender systems.

1https://paperswithcode.com/sota/collaborative-filtering-on-movielens-10m
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